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Abstract

The construction of r-nets offers a powerful tool in computational and metric geometry. We focus
on high-dimensional spaces and present a new randomized algorithm which efficiently computes
approximate r-nets with respect to Euclidean distance. For any fixed € > 0, the approximation factor
is 1 4+ € and the complexity is polynomial in the dimension and subquadratic in the number of points.
The algorithm succeeds with high probability. More specifically, the best previously known LSH-based
construction of Eppstein et al. [EHS15] is improved in terms of complexity by reducing the dependence
on ¢, provided that ¢ is sufficiently small. Our method does not require LSH but, instead, follows
Valiant’s [Vall5] approach in designing a sequence of reductions of our problem to other problems in
different spaces, under Euclidean distance or inner product, for which r-nets are computed efficiently
and the error can be controlled. Our result immediately implies efficient solutions to a number of
geometric problems in high dimension, such as finding the (1 + €)-approximate kth nearest neighbor

distance in time subquadratic in the size of the input.



Hepiindn

Ye auty TN SImAwpaTixd, TaEoUCLACouUE Evay ahYOELWIUO YIdL TNV XAUTOUCXEVT TROCEYYICTIXWY T-nets o
Euxeidio ydpo uhniic Sidotaone. Aedopévou evie petpixol yopeou X, | X| = n, éva r-net eivor évor unt-
000Uvoho N oV dpy @V onueiny, TET010 WOTE Ta onueio Tou avixouy 6To N €Y0uLV amdCTACT) TOUAIYLO-
TOV 7, X0 OAAL TOL UTOAOLTOL ONUELR TOU GNUELOGUVOROU AMEYOUY AmOCTAOT omd Tal onueia Tou N 10 TOAD
r. Tt Tnv xotaoxevn r-net, €youv mpotadel Sidpopol odyoprduot, ol omolol €youv YEdVO TEQUATIOUOU
TETPAYWVIXO 6T0 TANYOC TOU ONUELOGUVOAOU 1| EXVETING GTY] BIICTAUCY) TOU UETEIXOU YWEOU, UE AVIAUCT)
YEWROTEEPNC TepinTwone. Ol TEYVIXES TOU YENOWOTO00VTOL GUYVOTERX Elvol AT TNE ATAnoTng Yedodou,
xad g ot TNG dONUoLEYlag TAEYUGTWY OE GUVOLUCUO UE XATAXEQUATIOUO Xat xoufddtacua. TEtotol alydpt-
Yot dev unopolv va Yewpnioly anodotixol 6e TEPITTOOELS YEYAAOLU TAIOUS CNUEIWY XoL GE TEQITTOOELS
UETEXAOV Y0OEwV Ue LYNAT SLdoTaoT. Mo anodotixf) TeocEyYLon Yid TO TEOBANUA TNS XATAOXEVY|C T-1et oE
umA7 Sido taom elvon 0 adydprduog twv [EHS15], onolog Paciletoan oto LSH (Locality Sensitive Hashing).
O ahyderdude toug eivon mrlovoxpatixde xou unohoylel tpoceyyloTxd r-net, ye yeydin mdavotnta. O
npoceY Yo TdS Moyoc evan 1 4 €, v xdde € > 0, xau n ypovixd mohumhoxdtnra eivor O(dn?~ (), yia
XTI pixpd €, 6mou to O %xpUfBet Tohuhoyaprduxolc tapdyoviee. O alydprduoc ToU avanTiGGOUYE
yioo TV xotaoxeur] r-nets Behtidver to anotéheopo v [EHS15] 660 agopd tny e€dptnon and 1o €, yia
KT xpd €. Suyxexpiéva, 1 tolumhoxhdtnte tou akyopiduou eivar O(dn?~®Ve) xar uroloyile
(1 + €)r-nets pe peydhn mdavomnra. Emmkéov, n uédodoc mou yenoylonotolye dev Baciletan oto LSH,
avTidéTeg expetariedetal Qouvopeva tou eugavilovial o vdniéc dotdoel. H mpocéyyion uag oxohou-
Vel auth Tou Valiant [Vallb], yio tnv eniluon tou tpoBAiuatoc Tou Tpocey Yo Txd XOVTVOTEPOU YEITOVAL.
Apyixd avéryouue to TeOBANUS Tou uTohoYIoUOAOD Tou T-net yia audaipeTta Blaviouota e Euxeldio ando-
Taom 670 (B0 TEOBANU Yo povadlada StoviouaTa X axoAoV oLV BIAPORES UETATRPOTES TOU TROPBAAUATOS
OTWE UETACYNUATIONOL TV Povadlolwy Slovucudtwy o Slaviouota ye ototyela 1 1 -1, petdppoacn tng
Euxheldiog amdotaong oc eowTepnd YIVOUEVO, xou UBETTION TOU GNUELOGUVOAOU €TOL WOTE VUL UTOPOUUE
va Eeywploovue Uoxevd xon “xovTvd’ onuelo. ‘Oheg autég ot avarymyEg amouutody anodeilelc opdoTnTag,
ToU £YYLOVTAL OTL Vot €YoLUE TO EMVUUNTO AMOTEAEUA, UE YEYSAT THovOTNTA, XU OTL TO GUGCWEEUTIXO
GPIAUAL, TTOU TEOXOTTEL AN TNV oxOAoUDIa TRV UETACY NUATIOUWY, VUL OTA ETUTEENTA Oplal. 2TO TEALXO
GTAOL0 TOU ahYOpIUUOU EXUETIAAEVOUACTE YE1YOPO TOAATAACLACUS Tvdxwy. O alyoprdudg yog uropet
va yenotponomndel ooy unopoutiva oo mAaioto Net and Prune xou va emAlboel anodotixd e yoheo LPnAng

otdotdong mpoPifuata, 6Twe To k-center xou k-th nearest neighbor distance.
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Chapter 1

Introduction

We study r-nets, a powerful tool in computational and metric geometry, with several applications in
approximation algorithms. An r-net for a metric space (X, [|-]|), | X| = n and for numerical parameter
r is a subset R C X, such that the closed r/2-balls centered at the points of R are disjoint, and the
closed r-balls around the same points cover all of X. Thus, nets provide a sketch of the point set for

distances that are r or larger.

Nets are a useful tool in presenting point sets hierarchically. In particular, computing nets of different
resolutions and linking between different levels, leads to a tree like data-structure that can be used
to facilitate many tasks. Nets can be defined in any metric space, but in Euclidean space a grid can
sometimes provide an equivalent representation. In particular, net-trees can be interpreted as an

extension of (compressed) quadtrees to more abstract settings.

Computing nets is closely related to k-center clustering. In the metric k-center problem, one is given
a metric space X, (X, ||||), |X| = n and an integer k, and the objective is to place k centers so as
to minimize the maximum distance of a point to a center. A reduction from the dominating set
problem shows that it is NP-hard to approximate k-center within a factor < 2. However, there is a
simple greedy algorithm for this problem which uses the concept of r-nets to achieve the best possible
approximation ratio of 2. The algorithm constructs an approximate r-net with k net points, which is

also a 2 approximation to the k-center problem. We define approximate r-nets analogously. Formally,

Definition 1. Given a pointset X C R%, a distance parameter r € R and an approzimation parameter

€>0, a (14 e€)r-net of X is a subset R C X s.t. the following properties hold:
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1. (packing) For every p,q € R, p # q, we have that ||p — q||, > 7.

2. (covering) For every p € X, there exists a ¢ € R s.t. ||[p—qll, < (1+€)r.

In this thesis, we consider the efficient construction of r-nets on high dimensional spaces. The efficiency
comes in terms of time complexity as well as in terms of solution quality. Time complexity can be
affected by big data phenomena and the curse of dimensionality, which refers to how certain algorithms
may perform poorly in high dimensional data. Towards this end, we present a new randomized

algorithm with complexity polynomial in the dimension and subquadratic in the number of points.

In terms of solution quality, our algorithm computes approximate r-nets with respect to Euclidean
distance and succeeds with high probability. For any fixed € > 0, the approximation factor is 1+ €. The
best previously known algorithm of Eppstein et al. [EHS15] also computes (1 + €)-approximate r-nets
with high probability and has running time O(dnl+ﬁ), where O hides polylogarithmic factors. For
quite small € > 0, this is roughly ON(dnz_@(E)) and we improve this result by reducing the dependence

on € to O~(dn2*@(\ﬁ)). Moreover, our algorithm is not based on locality sensitive hashing.

Introduced in work of Indyk and Motwani [IM98], the concept of locality sensitive hashing (LSH) uses
a series of hashing functions that all have the property that close points have a higher probability of
hashing to the same bucket. To perform a given query, one simply hashes the query point, and then

checks the subset of the n data points that have also been hashed to those buckets.

However, our approach follows Valiant’s [Vall5] in designing a sequence of reductions of our problem
to other problems in different spaces under Euclidean distance or inner product, for which r-nets are
computed efficiently and the error can be controlled. Substantial work of this thesis forms part of the
paper ”High-dimensional approximate r-nets” [SODA2017], together with Georgia Avarikioti, Ioannis
Z.Emiris, and Ioannis Psarros [AEKP17].

1.1 Existing Work

Finding r-nets can be addressed naively by considering all points of X unmarked and, while there
remains an unmarked point p, the algorithm adds it to R and marks all other points within distance
r from p. A similar approach was used by Gonzalez [Gon85] to 2-approximate the k-center problem

in time O(nk). The greedy algorithm chooses the first center arbitrarily, and at each step selects the
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point, which is the farthest from all preceding centers as the new center. This was later improved
to O(n) time, for low dimensional Euclidean space [Har04], if k is sufficiently small ,using grids and

hashing.

However, their complexity remains too large when dealing with big data in high dimension. The naive
algorithm is quadratic in n and the grid approach is in O(dd/ 2n), hence it is relevant only for constant

dimension d [HR15].

The aforementioned technique used by Gonzalez, can be generalized, when k£ = n, to lead to a
permutation of the point set , called the greedy permutation. Formally, a permutation Il =< 7y, ... 7, >
of the vertices of a metric space (X,d) is a greedy permutation (also called a farthest-first traversal
or farthest point sampling) if each vertex m; is the farthest in X from the set II; = {my,...,m_1}
of preceding vertices. Each prefix of a greedy permutation is an r-net, for r equal to the minimum
distance between points in the prefix, and for every r, an r-net may be obtained as a prefix of a greedy

permutation.

Greedy permutations may be computed for metric spaces in O(n?) time, and for graphs in the same
time as all pairs shortest paths. The only previous improvement on the naive algorithm, by Har-Peled
and Mendel [HP05] defines a concept of approximation for greedy permutations. They showed that
(1+¢€)-greedy permutations can be computed in O(nlogn) time in metric spaces ; these are permutations

II =< m,...m > for which there exists a sequence of numbers 1 > r9 > ...such that

1. the maximum distance of a point of X from II; is in the range [r;, (1 + €)r4],

2. the distance between every two points u,v € II; is at least r;.

This is satisfactory when doubling dimension of the metric space is constant, but requires a vast
amount of resources when it is high. More specifically, the overall running time of the algorithm is

O(2%™p logn), thus suffers from the curse of dimensionality.

When the dimension is high, there is need for algorithms with time complexity polynomial in d and
subquadratic in n. One approach, which computes (1 + €)r-nets in high dimension is that of [EHS15],
which uses the Locality Sensitive Hashing (LSH) method of [AI08]. The resulting time complexity is

O~(dn2*®(6)), where € > 0 is quite small and O hides polylogarithmic factors.

In general, high dimensional analogues of classical geometric problems have been mainly addressed

by LSH. For instance, the approximate closest pair problem can be trivially solved by performing
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n approximate nearest neighbor (ANN) queries. For sufficiently small e, this costs O(dn2~©(9)
time, due to the complexity factor of an LSH query. Several other problems have been reduced to
ANN queries [GIVO01]. Recently, Valiant [Vall2], [Vall5] presented an algorithm for the approximate
closest pair problem in time ON(an_e(ﬁ)). This is a different approach in the sense that while LSH
exploits dimension reduction through random projections, the algorithm of [Vall5] is inspired by high
dimensional phenomena. One main step of the algorithm is that of lifting the pointset up to a higher

dimension.

Efficient construction of r-nets in high dimensional spaces may lead to efficient solutions for several
problems. In [HR15], they describe a framework that contains problems, satisfying specific properties,
that can be solved efficiently by algorithms, using r-nets as a subroutine. Our extension of r-nets
achieves the best high dimensional solution for the kth nearest neighbor distance problem and leads to
efficient solutions for the k-center problem. However, the further extension of net and prune framework
to other problems is challenging, due to the hardness of finding efficient deciders for these problems in

high dimensional spaces.

1.2 Our Contribution.

We present a new randomized algorithm that computes approximate r-nets in time subquadratic in
the number of points and polynomial in the dimension, and improves upon the complexity of the best
known algorithm. Our method does not employ LSH and, with probability 1 — o(1), it returns R C X,

which is a (1 + €)r-net of X.

We reduce the problem of an approximate r-net for arbitrary vectors (points) under Euclidean distance
to the same problem for vectors on the unit sphere. The reduction can be relatively easily accomplished
by adding a rather large randomly chosen vector v to all other vectors, then normalizing the vectors
so as to have unit norm. Provided the vector v has magnitude significantly more than the maximum
magnitude of all the vectors of interest, and the dimensionality of the space is sufficiently high so as to
guarantee that v is nearly orthogonal to the chords connecting all pairs of the vectors of interest, this

operation will simply scale all distances by roughly the same factor.

Then, depending on the magnitude of the distance r, an algorithm handling “small” distances or an

algorithm handling “large” distances is called. These algorithms reduce the problem of computing
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r-nets on unit vectors under Euclidean distance to that of finding an r-net for unit vectors under inner
product. The “law of cosines” will allow us to translate between multiplicative 1 4+ ¢ bounds on the

distance r and additive ce bounds on the inner product, for ¢ constant, provided that r is not too small.

If r is too small for an additive guarantee on the inner product to correspond to a meaningful
multiplicative guarantee on r we distinguish between the cases r > nTlB and r < ﬁ In the first case,
we can achieve a multiplicative gap amplification between distances which immediately reduces the

problem to the case that can be solved by the “law of cosines”.

The second case is not straightforward and the approach of [Vall5] can not be adapted. It requires
partitioning the pointset in a manner which allows computing r-nets for each part separately. Each

part has bounded diameter which implies that we need to solve a “large r” subproblem.

Next, we convert the vectors having unit norm into vectors with entries {—1, +1}. This transformation
is necessary in order to apply the Chebyshev embedding of [Vall5], an embedding that reduces the
magnitude of the inner product of “far” vectors, while preserving the magnitude of the inner product
of “close” vectors. For the final step of the algorithm, we first apply a procedure that allows us to
efficiently compute (1 + €)-nets in the case where the number of “small” distances is large. Then, we
apply a modified version of the Vector Aggregation algorithm of [Vall5], that exploits fast matrix

multiplication, so as to achieve the desired running time.

In short, we extend Valiant’s framework [Vall5] and we compute r-nets in time O(dn%e(ﬁ)), thus
improving on the exponent of the LSH-based construction [EHS15], when e is small enough. This
improvement by /€ in the exponent is the same as the complexity improvement obtained in [Vall5]

over the LSH-based algorithm for the approximate closest pair problem.

Our study is motivated by the observation that computing efficiently an r-net leads to efficient solutions
for several geometric problems, specifically in approximation algorithms. In particular, our extension
of r-nets in high dimensional Euclidean space can be plugged in the framework of [HR15]. The new

framework has many applications, notably the kth nearest neighbor distance problem, which we solve

in O(dn?~9WV9),



Chapter 2

Approximate p-net for vectors on a

unit hypercube

In this chapter, we present an algorithm for computing an approximate net with respect to the inner

product for a set of unit vectors. We begin by defining the notion of approximate p-nets formally:

Definition 2. For any X C S, an approzimate p-net for (X, (-,-)) , with additive approzimation

parameter € > 0, is a subset C C X which satisfies the following properties:

e for any two p # q € C, (p,q) < p, and

o for any x € X, there exists p € C s.t. (x,p) > p —e.

Note that “far” points tend to have small inner product and “close” points tend to have “big” inner
product. Since our ultimate goal is a solution to computing r-nets with respect to Euclidean distance, we
allow additive error in the approximation, which under certain assumptions, translates to multiplicative

error in Euclidean distance.

Our basic tool is based on the Vector Aggregation Algorithm by [Vall5]. Their approach is motivated by
the simple observation that if some columns of X have “big” inner product (the corresponding vectors
are close), then we can compress X, by simply aggregating sets of columns. If one randomly partitions
the n columns into, say, n%/3 sets, each of size n!/3, and then replaces each set of columns by a single
vector, each of whose entries is given by the sum (over the real numbers) of the corresponding entries

3

of the columns in the set, then we have shrunk the size of the matrix from d x n, to a d x n?/3 matrix,

12
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Z. This step is required to reduce the runtime of the algorithm which uses fast matrix multiplication

of the matrices ZT, Z forming matrix W, which still contains the information of close and far vectors.

Following the exposition of [Vall5], two vectors are close to each other when the magnitude of their
inner product is large, and two vectors are far from each other when the magnitude of their inner

product is small. Let |(-,-)| denote the magnitude of the inner product of two vectors.

Definition 3. For any X = [z1,...,2,), X' = [2},...,2,] C R" a crude approvimate p-net for

(X, X', |(-,)]), with multiplicative approzimation factor ¢ > 1, is a subset C C [n| which satisfies the

following properties:

o for any two i # j € C, |(x;,2})| < cp, and

e for any i € [n], there exists j € C s.t. \(x,,x;)] > p.

We will now present Vector Aggregation algorithm, which is a slight modification of Valiant’s
algorithm. The main difference is that, instead of the “compressed” matrix Z7Z, we use the form
XTZ, where Z derives from vector aggregation. Both forms encode the information in the Gram
matrix X7 X. The matrix X7 Z is better suited for our purposes, since each row corresponds to an

input vector instead of an aggregated subset; this extra information may be useful in further problems.

Vector Aggregation

Input: X = [21,...,2,] € R X' = [2},...,2/] € R" o € (0,1), 7 > 0.

1—

Output: n x n'~® matrix W and random partition Si,...,Syi-a of {z1,...,2,}.

e Randomly partition [n] into n'~® disjoint subsets, each of size n® , denoting the sets

Sl,. ..,Snlfa.
e For each ¢ =1,2,...,78logn:

— Select n coefficients ¢y, ..., ¢, € {—1,+1} at random.
— Form the d x n'~® matrix Z% with entries z;k =D les, U Ty

_ Wz :XTZZ
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1— | 7810gn’).

e Define the n x n' = matrix W with w; ; = quartile(\w}’j vee wg

e Output W and S1,...,5,1-«.

Theorem 4. Let X € R>*" X' ¢ R¥" o € (0,1), 7 > 0 the input of Vector Aggregation. Then,
the algorithm returns a matriz W of size n x n'=% and a random partition Sy, ..., S, 1-a, which with

probability 1 — O(1/n?) satisfies the following:

e Forall j € [n] and k € [n'™%], if Vu € Sk, |(xj,u)| <7 then |wjx| < 3-n°r.

e Forallj € [n] and k € [n'=%] if Ju € Sk, |(xj,u)| > 3nT then |wjx| >3- nor.
Moreover, the algorithm runs in time O(dn +n*~® 4+ MatrizMul(n x d,d x n'~®)).

The proof Theorem 4 relies on the following extremely crude anti-concentration lemma to argue that if

an entry w;k of W contains a contribution from a pair of columns with large inner product, then with

a reasonable probability over the random choice of ¢y, ..., q,, the entry w;- . Will not be too small.
Lemma 5 (Anti-concentration). Let q1,...,q: € {—1,1} be chosen independently and uniformly at
random, and let a1, ...,a; € R s.t. |ai| = max; |a;|. Then,

t
Pr( > g ail > aa]] > 1/2.
=1

Proof. Consider a given assignment for gs,...,q. Then if

t

t
D tirai=0=>|) ¢ ail =g ol =lul

=2 i=1

Otherwise,
t t

Pr(| Zqi -a;| > lai|] > Prlsign(q1 - a1) = sign(z gi-a; =0)] =1/2.
i=1 1=2

Proof of Theorem 4. Notice that

w;k = Z qi - (w5, i)

xiESk
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and since q1, - . .,q|s,| € {—1,1} are independent and chosen uniformly at random, we obtain

E[w,] = 0.

If Vu € Sy, [(z;,u)| <7, then

By Chebyshev’s inequality:

PT[|w§»7k| >3-n%7] <1/9

With m repetitions, the number of successes N, that is the number of indices ¢ for which \w;k| < 3-n%T,

follows the binomial distribution. Hence,

PriN < 3m/4] < exp(—m/26).

We consider as bad event the event that for some 7, k, more than 25% of the repetitions fail, that is
]w§7k| > 3-n%7. By the union bound, this probability is < n?=® - exp(—m/26), which for m > 78logn

implies a probability of failure < 1/n3.

Now consider z;, and z; € Si s.t. |(zj,2;)] > 3 - n®7, then by Lemma 5, with probability 1/2,
]w§ x| = 3-n%7. We consider as bad event the event that for j,, more than 75% of the repetitions fail,
that is |w§ pl < 3-n%r. Hence,

PriN <m/4] < exp(—m/8),
which for m > 78logn implies a probability of failure < 1/n3.

The runtime of the algorithm is dominated, up to polylogarithmic factors, by the computation of

2—

matrix Z, taking time O(dn), the computation of matrix W, taking time n*~%, or the computation of

the product W?, taking time MatrizMul(n x d,d x n'~%).
]

For the case of pointsets with many “small” distances, we rely crucially on the fact that the expected
number of near neighbors for a randomly chosen point is large. So, if we iteratively choose random

points and delete these and their neighbors, we will end up with a pointset which satisfies the property
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of having sufficiently few “small” distances. Then, we apply Vector Aggregation.

Crude ApprxNet

Input: X = [21,...,2,] € R X/ = [2],... 2] € R®" a € (0,1), 7 > 0.

Output: C’ C [n], F' C [n].

° C(—@, I <—®,F2 — {xl,...,a:n}
e Repeat n%® times:

— Choose a column z; uniformly at random.

C+ CU{z}.

Delete column 7 from matrix X and column ¢ from matrix X'.

Delete each column k from matrix X, X’ s.t. [(z;,2})| > 7.

If there is no column k from matrix X s.t. [(z;,2})| > 7, then F} + F; U {x;}
e Run Vector Aggregation with input X, X', a, 7 and output W, Sy,...,S,1-a.
e For each of the remaining rows i =1,...:

— For any |w; j| > 3n%T:
% If more than n'7 times in here, output ”ERrOR?”.

* Compute inner products between z; and vectors in Sj. For each vector z} € S; s.t.

x), # x; and |(x;, 23,)| > 7, delete row k and Fy < Fp\{z;}.

—C(—CU{%Z}

e Output indices of C and F <« {F} U F»}.

Algorithm Crude ApprxNet takes as input the output of a powerful embedding, namely the Chebyshev
embedding. This embedding allows us to distinguish between inner products of “close” and “far”

vectors.

In order for Vector Aggregation to give the desired results, we must preprocess the pointset with
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a “sparsifying” step, which helps us to compute the centers of a crude approximate r-net and the far
points with high probability. We begin by choosing a point z; uniformly at random and adding it to

'Y is “big”, since this means that these two points

the net. We delete all columns j, such that |(z;, z;

are close and we should add them both to the net. If there is not such a column, the point is definitely

“far” from all the other points and we add it to the set F. This step is repeated for n%® times.

Suppose that all points chosen in all repetitions have many neighbors. Then, the expected number
of points we delete is greater than n and we end up with an exact crude net. Now, suppose that the
previous hypothesis does not hold. Then, the number of points with “big” inner product will be less
than n!7, with high probability, before Vector Aggregation is called. Thus, the pointset will have

sufficiently “small” distances.

Theorem 6. On input X = [r1,...,2,] € R X' = [2],...,2)] € R>" o € (0,1), 7 > 0, Crude
ApprxNet, computes a crude 3n®-approzimate T-net for X, X', following the notation of Definition 3.

The algorithm costs time:

On>~* +d-n*™ 4 MatrizMul(n x d,d x n'~%)),

and succeeds with probability 1 — O(1/n%2). Additionally, it outputs a set F C C with the following

property: {x; | Va; # x; [(xj,2:)| <17} CF C{x; | Vo; # a; [(x),25)| < n1}.

Proof. We perform n%® iterations and for each, we compare the inner products between the randomly

chosen vector and all other vectors. Hence, the time needed is O(dn'-%).

In the following, we denote by X; the number of vectors which have “large” magnitude of the inner
product with the randomly chosen point in the ith iteration. Towards proving correctness, suppose first
that E[X;] > 2n%? for all i = 1,...n%°. The expected number of vectors we delete in each iteration of
the algorithm is more than 2n%% 4 1. So, after n%% iterations, the expected total number of deleted
vectors will be greater than n. This means that if the hypothesis holds for all iterations we will end up

with a proper net.

Now suppose that there is an iteration j where E[X;] < 2n%®. After all iterations, the number of “small”

distances are at most n'"® on expectation. By Markov’s inequality, when the Vector Aggregation
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algorithm is called, the following is satisfied with probability 1 — n=92 :

{( k) | (i )| > 70 # kY| < nlT.

By Theorem 4 and the above discussion, the number of entries in the matrix W that we need to visit

is at most n''". For each entry, we perform a brute force which costs dn®.

Now notice that the first iteration stores centers ¢ and deletes all points p for which |{c, p)| > 7. Hence,
any two centers ¢, ¢ satisfy |(c,p)| < 7. In the second iteration, over the columns of W, notice that by

Theorem 4, for any two centers ¢, ¢ we have |(c, )| < 3n“r. O

The problem of computing p-nets for the inner product of unit vectors reduces to the less natural

problem of Definition 3, which refers to the magnitude of the inner product.

The first step consists of mapping the unit vectors to vectors in {—1, 1}d’. The mapping is essentially
Charikar’s LSH scheme [Cha02]. Then, we apply the Chebyshev embedding of [Vall5] in order to
achieve gap amplification, and finally we call algorithm Crude ApprxNet, which will now return a

proper p-net with additive error.

Theorem 7 ([Vallb]). There exists an algorithm with the following properties. Let d' = O(loégzn) and
Y € RY*" denote its output on input X, 8, where X is a matriz whose columns have unit norm, with
probability 1 — o(1/n?), for all pairs i,j € [n], |(Y;,Y;)/d — (1 -2 cosfl((Xi,Xj>)/7r>‘ < ¢, where
X;, Y; denote the ith column of X and Y respectively. Additionally, the runtime of the algorithm is

O(H52).

The following theorem provides a randomized embedding, namely the Chebyshev embedding, that
reduces the magnitude of the inner product of “far” vectors, while preserving the magnitude of the
inner product of “close” vectors. Such transformation could have been achieved by a simple embedding,
in which each vector is replaced by its degree ¢ tensor power, leading to an exponent amplification of
the multiplicative gap between “big” and “small” inner products. However, with this approach, we

27@(6))

will obtain an algorithm with an undesired runtime of O(n , for quite small e.

Valiant [Vall5] overcomes this difficulty by suggesting two embeddings f, g, which create two copies of
our vectors, and project each according to a different embedding, and then consider inner products

across these two sets of vectors. We define this embedding in the setting in which the vectors in
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question have values in {—1,+1}; this uniformity ensures that the entries of the vectors returned by
the embedding have the same magnitudes, and hence are amenable to Chernoff bounds to guarantee
that the inner products. The statement is almost verbatim that of [Vall5, Prop.6] except that we

additionally establish 1 — o(1/n) probability of success instead of 1 — o(1) as stated in [Vall5].

The proof is the same, but since we claim stronger guarantees on success probability, we include
the complete proof. While 1 — o(1/n) probability of success is enough for our purposes, even better

probability bounds can be achieved.

Theorem 8. Let Y, Y’ be the matrices output by algorithm “Chebyshev Embedding” on input X, X' €
{1,137+ € [-1,1],7~ € [-1,1] with 7~ < 7+ | integers q,d’. With probability 1 — o(1/n) over

the randomness in the construction of Y, Y, for alli,j € [n], (Yi, Y;’) is within v/d'logn from the value
7, (=

Tr—7~

2 — 1) d - (T —77)7/2347L where T, is the degree-q Chebyshev polynomial of the

first kind. The algorithm runs in time O(d' - n - q).

Proof. The fact that all inner products are concentrated within ++/mlogn about their expectations
follows from the fact that each row of Y, Y’ is generated identically and independently from the other
rows, and all entries of these matrices are 4+1; thus, each inner product is a sum of independent and
identically distributed random =+1 random variables, and we can apply the basic Chernoff bound to
each inner product, and then a union bound over the O(n?) inner products. Let X; € +1 i.i.d. random

variables. The basic chernoff bound gives probability,

/

Pr(| Y Xi —E[>_Xi|| > Vm'logn] < 2- exp(—O(log”n)) = o(1/n?).
=1 =1

Given this concentration, we now analyze the expectation of the inner products. Let u,u’ be columns
of X, X’ | respectively, and v, v’ the corresponding columns of Y, Y’. Letting z = (u,u’)/m, we argue

that by [Vall5, Lemma 3.3], E[v,v] =m/ Y1 | 5% (1), where ¢; is the location of the ith root of the

qth Chebyshev polynomial after the roots have been scaled to lie in the interval [r—,77]. To see why
this is the case, note that each coordinate of u, v’ ,is generated by computing the product of ¢ random
variables that are all +1; namely, a given entry of u is given by H?Zl $y(1), with the corresponding
entry of u’ given by []{_; s,s(1). Note that for i # j, s,(¢) is independent of s,(j) and t,/(j), although

by construction, s,(¢) and ¢, (i) are not independent. We now argue that E[s, (i)t (i)] = 5% , from

which Eq. (1) will follow by the fact that the expectation of the product of independent random
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variables is the product of their expectations.

By construction, in Step (1) of the inner loop of the algorithm, with probability 1/2, E[s, (i)t (i)] =

(v,v")/m = x. Steps (2)—(4) ensure that with the remaining 1/2 probability, E[s,(i)t,(i)] = %(1) -

16 (—1) = —¢;. Hence, in aggregate over the randomness of Steps (1)—(4), E[s, (i)t (i)] = /2 — ¢;/2i

, as claimed, establishing Eq. (1).

To show that Eq. (1) yields the statement of the proposition, we simply reexpress the polynomial

7 1 %54 in terms of the gth Chebyshev polynomial T,. Note that the gth Chebyshev polynomial has

leading coefficient 297!, whereas this expression (as a polynomial in x) has leading coefficient 1/29,
disregarding the factor of the dimension m’. If one has two monic degree g polynomials, P and QQ where
the roots of ) are given by scaling the roots of P by a factor of «, then the values at corresponding
locations differ by a multiplicative factor of 1/a?; since the roots of T} lie between [—1, 1] and the

roots of the polynomial constructed in the embedding lie between [, 71], this corresponds to taking

_ 2
a=_g=—.

Inner product ApprxNet

Input: X = [21,...,2,] with each z; € S, p € [-1,1], € € (0,1/2].

Output: Sets C, F C [n].

o If p <, then:

—C+ 0, F+<0, W<+ A{x,...,2,}
— While W # 0:
* Choose arbitrary vector x € W.
* WeWA\{yeW|[(z,y) 2 p—¢}
x C+— CU{z}
x If Yy e W, (x,y) < p—€ then F « F.U{x}

— Return indices of C', F.
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Apply Theorem 7 for input X, § = ¢/27 and output ¥ € {—1,1}¥*" for d’ = O(logn/é?).

Apply Theorem 8 for input YV, d’ =n%2, ¢ =50"'logn, 7~ = -1, 77 =1 — 2e0s (p=9) 4 5

™

and output Z, Z'.

Run algorithm Crude ApprxNet with input 7 = 3n%16, o = /¢/500, Z, Z’ and output C, F.

Return C, F.

Theorem 9. The algorithm Inner product ApprxNet, on input X = [z1,...,x,] with each z; € Sé-t
p €[—1,1] and € € (0,1/2], computes an approximate p-net with additive error €, using the notation of
Definition 2. The algorithm runs in time O(dn +n?~V</%00) and succeeds with probability 1 — O(1/n%?).
Additionally, it computes a set F with the following property: {x; | Vaj # x; (zj,2;) <p—e} CF C

{a; | Va; # z; (zj,25) < p}.

Theorem 10 ([Cop97]). For any positive v > 0, provided that B < 0.29, the product of a k x k° with

a kP x k matriz can be computed in time O(k*+7).

Corollary 11. For any positive v > 0, provided that < 0.29 -« < 1, the product of a n x n® by a

n® x n® matriz can be computed in time O(n'Totar),

1—

Proof. The idea is to perform n'~® multiplications of matrices of size n® x n® and n? x n®.

Hence, by Theorem 10, the total cost is:

O(nlfa (na(2+'y))) — O(n1+a+a'y)'

Fact 12. Let T,(z) denote the qth Chebyshev polynomial of the first kind, then the following hold:

e Forz e [-1,1], |Ty(z)| < 1.
e Ford e (0,1/2], T,(14 ) > LerVs.

Claim 13. For p € [-1,1], € € (0,1), it holds cos™1(p — €) — cos™L(p) > ¢/2.
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Proof. If (p — €)? # 1 then we have

Cos—l(p—e)—Cos—l(P):/pl ﬁ / m

/p =] NEIETE T /\/1—7— - 2"

Now if (p —€)2 #1 = p—e = —1 then,

1

—14e€
—1 -1
cos — €) — cos = ——dx
(- e ner

> €/2.

Proof of Theorem 9. If p < ¢, our approach ensures that for any =,y € C, it holds (z,y) < p—e < 0.
We show that |C| < d+1, due to a simple packing argument. Let x1, ..., x459 such that Vi # j € [d+2]
we have (z;,z;) < 0. Then, there exist A\1,...,A\g11 € R not all zero for which Zd+1 Aiz; = 0. Now
consider two subsets I, J C [d+2] of indices such that Vi € I, \; > 0 and Vj € J,\; < 0. We can write
et Niti = D iey — AT = 0 < (3l p N — D ey NiTi) = — Dicr jeg Nidj{Tis ) < 0 which
leads to contradiction. If J = (or equivalently if I = (), then 0 = (z442, > ;c; M) < 0, which leads

again to contradiction.

We now focus on the case p > €. By Theorem 7, with probability 1 — o(1/n?), the matrix Y returned

by the corresponding algorithm will have the property that any pair of columns

Y, Y, 2cos H(p
(X, Xj) > p = ( d,]> 21—7T()—5

< —7—+5.

}/iay'
<X13Xj>§p_€ = < d,J>

Hence, according to Claim 13, it suffices to set 6 = ¢/37 in order to distinguish between the two cases:

—1¢, -1
2cos™(p e)+26$1_2cos (p)

s T

1—- — 0.



23

2cos™ ! (p—e)
™

Now we set 77 =1 — + 6 > —1. By Theorem 8, with probability 1 — o(1),

q

Vi, Yj) s 7id < = [(Zi, Zj)| < &' 55

+ Mlogn < 3p0-16

for large enough n. Moreover, let Y;, Y s.t. (Y;,Y;) > (77 + §)d’. Then,

0 24 1 4]
o " _9 &£ L. _,0.16
(Zi, Z5)| > d Tq<1+27_++1>23q_1 vd’/logn>2 Tq<1—|-27++ ) n

for large enough n.
Then, by Fact 12,

(Zs, Z})] - 016 > leqx/g _ in\/g/so > 3 V3/100 > 3,,V/E/400,

!
where some of the inequalities hold for large enough n.

Now, by Theorems 7, 8, 6 and Corollary 11 the time complexity is O(dn + n2=Ve/ 600) "if we set as 7 in
Corollary 11 a sufficiently small multiple of \/e. Finally,, the subroutine with the higher probability of

failure is Crude ApprxNet and by the union bound, it dominates the total probability of failure.  [J



Chapter 3

Approximate r-nets in high dimension

under Euclidean distance

In this chapter, we translate the problem of computing r-nets in (R?, || - ||) to the problem of computing
p-nets for unit vectors under inner product. One intermediate step is that of computing r-nets for unit

vectors under Euclidean distance.

First, we show that if one is interested in finding an r-net for (R%, || - |)), it is sufficient to solve the
problem for points on the unit sphere. One analogous statement is used in [Vall5], where they prove
that one can apply a randomized mapping from the general Euclidean space to points on a unit sphere,
while preserving the ratio of distances for any two pairs of points. The claim derives by the simple
observation that an r-net in the initial space can be approximated by computing an er/c-net on the
sphere, where ¢ is the maximum norm of any given point envisaged as vector. Our exposition is even

simpler since we can directly employ the analogous theorem from [Vall5].

Standardize
Input: A d x n matrix X with entries 2; ; € R, a constant € € (0, 1), a distance parameter r € R.

Output: A m’ X n matrix Y with columns having unit norm and m’ = log®n, and a distance

parameter p € R, such that our algorithm computes an r-net of X given a p-net of Y.

e Define two d-dimensional vectors X, 1, Xp+2, s.t. ¥’ = X411 — X2 and ||7']| = r, and let

matrix X’ denote the concatenation of X, X,,11 and X,, o with size d x n + 2.

24
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e Perform a Johnson-Lindenstrauss transformation on the columns of X', projecting them to

dimension m/, so as to yield matrix X”.

e Let ¢ denote the magnitude of the largest column of X”. Choose a random m’-dimensional

vector u of magnitude 8c/e.

e Let matrix Y be the result of adding u to each column of X” and normalizing all columns so

as to have unit norm.

e Define p := ||Y+1 — Yit2|| to be the new distance parameter.

Theorem 14. [Val15] The algorithm Standardize, when given as input a d x n matriz X with entries
zi; € R and a constant € € (0,1), outputs a m' x n matriz Y with columns having unit norm and
m' = log®n, such that, with probability 1 — o(1/poly(n)) for all sets of four columns Y1,Ys,Y3, Yy of
matriz Y, with X1, Xo, X3, X4 being the corresponding columns of matrix X, it holds that

Y1 — Yol || X5 — X4
Y3 — Yal| || X1 — Xa

e[l—i,1+i

10 10]'

We now show what is implied for our case by Theorem 14.

Corollary 15. The algorithm Standardize, when given as input a d X n matrix X with entries
z;; € R, a constant € € (0,1) and a distance parameter r € R, outputs a m' x n matriz Y, with
columns having unit norm and m’ = log®n, and a distance parameter p € R, such that a p-net of Y is

an approximate (1 + €)-net of X, with probability 1 — o(1/poly(n)).

Proof. Now, let us define two d-dimensional vectors X, 11, Xy12, s.t. ¥’ = X401 — Xpqo and ||7/|| =7,
where X is a d x n matrix with entries z;; € R and r € R is the radius of the r-net of X. Also,
let matrix X’ denote the concatenation of X, X,,11 and X,,42 with size d x (n + 2). After applying
Theorem 14 on input X’ and €/10, we define p := ||V, 41 — Y42 to be the new radius of Y. Then, we
claim that the following hold with probability 1 — o(1/poly(n)), which immediately implies Corollary
15:

e For all X;, X; € X and their corresponding Y;,Y; € Y, if || X; — Xj|| < r then ||Y; = Yj| <
(14 €/10)p.
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e For all X;, X; € X and their corresponding Y;,Y; € YV, if || X; — Xj|| > (1 + €)r then [|Y; — Yj|| >

(14 ¢€/2)p.

The remainder of this chapter is dedicated into proving that one can translate the problem of computing
an r-net for points on the unit sphere under Euclidean distance, to finding an r-net for unit vectors
under inner product as defined in the previous chapter. Moreover, we identify the subset of the r-net

which contains the centers that are approximately far from any other point. Formally,

Definition 16. Given a set of points X and € >0, a set F C X of (1 + €)-approzimate r-far points is
defined by the following property: {x € X |Ve #ye X [z —y|| >(1+e)r} CFC{rxe X |Vz #y €

X [l =yl >r}.

If r is greater than some constant, the problem can be immediately solved by the law of cosines. If r
cannot be considered as constant, we distinguish cases r > 1/n%? and r < 1/n%°. The first case is
solved by a simple modification of an analogous algorithm in [Vall5, p.13:28]. The second case is not
straightforward and requires partitioning the pointset in a manner which allows computing r-nets for
each part separately. Each part has bounded diameter which implies that we need to solve a “large r”

subproblem.

ApprxNet (Large radius)

Input: X = [z1,...,2,)T with each z; € S¥~! with d = log®n, 7 > 1/n%?, € € (0,1/2].

Output: Sets R, F' C [n].

e If » > 0.2 run Inner Product ApprxNet with error parameter €/25 and p =1 — %

e Otherwise, define the d x n matrix Z as follows: for each i € [d], select ¢ = [mj

uniformly random vectors v1, ..., v, and for all j € [n], set
k=q T
zij = sign [] X; vk,
k=1

where X is the jth column of matrix X.
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1— 2cos™1(1-72/2)

s

q
e Run Inner Product ApprxNet with p = < ) , error parameter ¢/100 and

input matrix Z with all entries scaled by 1 W to make them have unit norm.

Theorem 17. For any constant ¢ € (0,1/2], X C S s.t. |X| = n, algorithm ApprxNet (Large
radius) outputs a (1+€)r-net and a set of (1+¢€)-approximate r-far points with probability 1—O(1/n%?).

Additionally, provided r > 1/n% the runtime of the algorithm is O(dn?=©V9),

Proof. In the case of r > 0.2 we will show that the 1 4+ ¢ multiplicative approximation on the distance
translates to ce additive approximation to the inner product. Applying the law of cosines, the first
condition yields (p,q) > 1— % and the second condition yields (p,q) < 1— % — M <1- % — 95
So, it suffices to take ¢ = 1/25.

20(X;,X;)

™ )

Now suppose that r < 0.2. For each random vector v we have that E[sign(X] v - XJT’U)] =1-
where 6(X;, X;) denotes the angle between X;, X;. Since expectations of independent random variables

multiply, we have that, for each k,
Elzrizi ) = (1 —2-0(X;, X;)/m)4.
Now let 6, = cos™ (1 —r2/2),
| Xi — Xj|| <r = 0(X;,X;) <6, = E[Z;,Z;)] > d(1 —26,/n)1
X — X5l > 1+ e)r = 0(X;,X;) > (1+¢/2)0, = E[(Z;, Z;)] <d(1—2(1+¢/2)0,/m)".

Notice that,
(1—-2(1+¢/2)0,/m)?
(1 —26, /7)1

<1-¢/10,

for ¢ = |7/(20,)] and since n=%9 < r < 0.2. Notice that d(1 — 26, /7)? € [0.3d,0.5d]. Hence, if
[X; — X[l <7 and [ X; — X = (1 +€)r,

E[(Z1, Zi)] < (1 — ¢/10)E[(Z;, Z;)] < B[(Z:, Z;)] — 0.3de/ 10,

By a union bound over Chernoff bounds, since d = log®n, with probability 1 — o(1/poly(n)), the inner

products between any two columns of Z differs from their expectations by o(d). After performing
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the scaling procedure, and due to the fact that d(1 — 26, /7)? < 0.5d, we conclude that it suffices to

compute Inner Product ApprxNet with p = (1 —2-0,/m)? and approximation error €/100.

The runtime of all components of the algorithm aside from the calls to Inner Product ApprxNet is

bounded by O(n/ cos_l(l — 7«2/2)) _ O(nl.g)' -

O]

Let us now present an algorithm which translates the problem of finding an r-net for r < 1/n%9 to the
problem of computing an r-net for r > 1/n%9. The main idea is that we compute disjoint subsets S;,
which are far enough from each other, so that we can compute r-nets for each S; independently. We
show that for each S; we can compute T; C S; which has bounded diameter and 7] C S; such that
T;, T} are disjoint, each point in T; is far from each point in 7}, and |T}| < 3|S;|/4. It is then easy to
find r-nets for T; by employing the ApprxNet(Large radius) algorithm. Then, we recurse on 7, which
contains a constant fraction of points from |S;|. Then, we cover points in S; \ (7; UT}) and points

which do not belong to any 5.

ApprxNet (Small radius)

Input: X = [21,...,2,)7 with each 2; € ST, r < 1/n%9 ¢ € (0,1/2].

Output: Sets R, F' C [n].

1. Project points on a uniform random unit vector and consider projections p1,...,p, which

wlog correspond to 1, ...,z, € R
2. Traverse the list as follows:

o If |{j |pj € lpi —mpil}| <n®Cori=m
— If |{j | pj < pi}| < n°? remove from the list all points p; s.t. p; < p; — r and save
set K = {x; | pj € [pi = pil}-
— If {j | pj < pi}| > n%? save sets K; = {z; | p; € [pi —r,pi]} UK, S; = {z; | pj <

p; —r} \ K and remove projections of S; and K; from the list.

3. After traversing the list if we have not saved any S; go to 5; otherwise for each S;:
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e For each u € S;, sample n¥! distances between v and randomly chosen xj € S;. Stop if

for the selected u € S;, more than 1/3 of the sampled points are in distance < rn®®5.

This means that one has found u s.t. |[{x), € S;, ||u — xx|| < rn®6}| > |S;|/4 with high

probability. If no such point was found, output "ERrOR”.

e let0<d; <... < d‘5i| be the distances between u and all other points in S;. Find
c € rn%5,2rn%6] s.t. |{j € [n] | d; € [c,c+ 7]} < n%4, store W; = {x; | d; € [c,c+ 7]},

and remove W; from 5.
e Construct the sets T; = {x; € S; | dj < c} and T = {z; € S; | d; > c+r}.

— For T;, subtract u from all vectors in T}, run Standardize, then ApprxNet (Large
radius), both with €/4. Save points which correspond to output at R;, F; respec-
tively.

— Recurse on 77 the whole algorithm, and notice that |T7| < 3|S;|/4. Save output at
R!, and F] respectively.

4. Let R <+ |J; RiUR, and F < |J; F; U F]. Return to the list p1,...,pp.

(a) Remove from F' all points which cover at least one point from | J; W; or |J; K.
(b) Delete all points (U; ;) \ (U; Ri), and (U; 7)) \ (U; R})-

(c) For each i delete all points in W; covered by R;, or covered by R;.

(d) For each i delete all points in K; covered by R.

(e) Finally delete R from the list. Store the remaining points at F"’.

5. R' < (. Traverse the list as follows: For each p;, check the distances from all z; s.t.

pj € [pi — 7, pi]-

o If 3z; € R': ||z; — x| < r, delete z; from the list, set F’ < F'\{z;,z;} and continue

traversing the list.

e If there is no such point z; then R < RU {z;} and continue traversing the list.

6. Output indices of R+~ RUR and F + FUF".

Theorem 18. For any constant ¢ > 0, X C ST s.t. |X| =n, and r < 1/n%°, ApprxNet (Small

radius) will output a (1 + €)r-net and a set of (1 + €)-approzimate r-far points in time O(dn>~OVe),
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with probability 1 — o(1/n%04).

Proof. Note that points in S; had projections p; in sets of contiguous intervals of width r; each interval
had > n0%% points, hence the diameter of the projection of S; is < n%%r. By the Johnson Lindenstrauss
Lemma [Das03] we have that for v € S?~! chosen uniformly at random:

lul? . Ve

2
Pr{(u,v)* < 0a | S oa

Hence, E[|[{zg,z; € S; | [|zx — ]| > n%5r and |pr — p;|| < n4r}|] < 1Si|*- T\Z/O—;‘Qi, and the probability

Pr{l{zk, 2; € Si | lox — 2]l = n®Or and Ipg — pjl| < n®Ir}| = [SiH] < [, - —55 < 5.

Taking a union bound over all sets S; yields a probability of failure o(1/n%%4%). This implies that (for
large enough n, which implies large enough |S;|) at least
|Si] 1.95 |Si |2
1G98 5 P
distances between points in S; are indeed small (< no‘ﬁr). Hence, there exists some point pg € 5;
which (n%6r)-covers |S;|/2 points. For each possible p; we sample n’-! distances to other points, and
by Chernoff bounds, if a point (n%%r)-covers a fraction of more than 1/2 of the points in S;, then it
covers more than n%!/3 sampled points with high probability. Similarly, if a point (n%6r)-covers a
fraction of less than 1/4 of the points in S;, then it covers less than n%!/3 sampled points with high

probability. More precisely, for some fixed u € S;, let X; = 1 when for the jth randomly chosen point

v € S;, it holds ||u — v|| < n%®r and let X; = 0 otherwise. Then, for ¥ = Z;‘ii X, it holds:
E[Y] > n%1/2 = Pr[y <n%1/3] < exp(—0(n®1)),

E[Y] <n%'/4 = Pr[y >n%!/3] < exp(—O(n"1)).

Since for any point « € T; and any point y € T} we have ||z — y|| > r, the packing property of r-nets is
preserved when we build r-nets for 7; and 77 independently. For each Tj, we succeed in building r-nets
with probability 1 — O(1/n%2). By a union bound over all sets T}, we have a probability of failure
O(1/n%1). Furthermore, points which belong to sets W; and K; are possibly covered and need to be
checked.
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For the analysis of the runtime of the algorithm, notice that step 4b costs time O(d- (>, |T3|+>_, |T7])) =
O(dn). Then, step 4c costs time O(d- >, |Wi| - |T;| +d- >, |Wi| - |T!]) = O(dn'*). Finally, notice that
we have at most n%! sets K;. Each K; contains at most 2n%% points, hence checking each point in

U; K; with each point in R costs O(dn!7).

Now regarding step 5, consider any interval [p; — r, p;] in the initial list, where all points are projected.
If [{j | pj € [pi — r,pi]} < 2n°9 then the ith iteration in step 5 will obviously cost O(n®?), since
previous steps only delete points. If [{j | p; € [pi — 7, pi]} > 2n%?, we claim that |{j < i | p; €
[pi — r,p;) and K is created}| < 1. Consider the smallest j < i s.t. K is created and p; € [p; — r, p;l.
This means that all points py, for k < j, are deleted when p; is visited. Now assume that there exists
integer [ € (j,1) s.t. K is created. This means that the remaining points in the interval [p; — 7, p;] are
< n%6 and all of the remaining points p < p; are more than n%?. This leads to contradiction, since by

the deletion in the jth iteration, we know that all of the remaining points pi < p; lie in the interval

o1 — o).

Now, assume that there exists one j < i s.t. p; € [p; —r,p;] and Kj is created. Then, when p; is visited,
there at least 2n%Y — n%6 > n%9 remaining points in the interval [p; — 7, p;]. Hence, there exists [ > i
for which the remaining points in the interval [p; — r, p;] are contained in S; U K;. Hence in this case, in
step 5, there exist at most O(n%%) points which are not deleted and belong to the interval [p; — 7, p;].
Now assume that there does not exist any j < i s.t. p; € [p; —r,p;] and Kj is created. This directly
implies that there exists { > ¢ for which the remaining points in the interval [p; — r, p;] are contained in

S U K.

At last, the total time of the above algorithm is dominated by the calls to the construction of the
partial r-nets of the sets T;. Thus, the total running time is O(}_, T2~V 4 > |T¢!’2_®(‘/E)) =
O, I 0VO+52. (3T31/4)* P Vo)) = O(n2-©(V9)), Finally, taking a union bound over all recursive

calls of the algorithm we obtain a probability of failure o(1/n%04). O

We now present an algorithm for an (1 + €)r-net for points in R% under Euclidean distance.

ApprxNet

Input: Matrix X = [x1,...,,] with each z; € R?, parameter r € R, constant ¢ € (0,1/2].
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Output: R C {x1,..., 2}

e Let Y, 7/ be the output of algorithm Standardize on input X, r with parameter €/4.

e If 7/ > 1/n%? run ApprxNet(Large radius) on input Y, ¢/4,7" and return points which

correspond to the set R.

o If ' < 1/n% run ApprxNet(Small radius) on input Y, ¢/4,7" and return points which

correspond to the set R.

Theorem 19. Given n points in R%, a distance parameter r € R and an approzimation parameter
e € (0,1/2], with probability 1 — o(1/n%%), ApprxNet will return a (1+ €)r — net, R, in O(dn?>=©W9)

time.

Proof. The theorem is a direct implication of Theorems 17, 18, 14. ]

Before we proceed to the next chapter, we show how to store and delete the set F' of far points. This

is a direct implication of the previous results.

Theorem 20. Given X C R? such that | X| = n, a distance parameter r € R and an approximation

parameter € € (0,1/2], there exists an algorithm DelFar, which will return, with probability 1—o(1/n%%%)

7

a set F' with the following properties in O(dn?>=©W) time:

e If for a point p € X it holds that Vq # p,q € X we have ||[p — q|| > (1 +€)r, thenp ¢ F'.

e If for a point p € X it holds that 3¢ # p,q € X s.t. |[p—q| <r, thenp € F'.

Proof. By Theorems 17, 18, 15, both ApprxNet (Large radius) and ApprxNet(Small radius) return
a set I, the subset of the centers of r-net that are isolated, i.e. the points that do not have any
neighbor at distance (1 + €)r. Also, both procedures run in O(dn?=©(V9). Thus, DelFar on input a
d x n matrix X, a radius r € IR and a fixed constant € € (0,1/2] returns a set F’' C {x1,...,x,}, which
contains all the points (vectors) of X that have at least one neighbor at distance r. Additionally, the

algorithm costs O(dn?~©(V) time and succeeds with probability 1 — o(n%94), ]
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Applications and future work

Concerning applications, in [HR15], they design an approximation scheme, which solves various distance
optimization problems. The technique employs a grid-based construction of r-nets which is linear in n,
but exponential in d. The main prerequisite of the method is the existence of a linear-time decider .
The framework is especially interesting when the dimension is constant, since the whole algorithm costs
time linear in n which, for some problems, improves upon previously known near-linear algorithms.
When the dimension is high, we aim for polynomial dependency on d, and subquadratic dependency

on n.

The cornerstone of this framework is to find an algorithm that can bound the optimal solution of a
problem in an appropriate interval in order to perform in it binary search for the desired approximation
of the optimal solution. We present the algorithm Net and Prune of [HR15], modified to call the
algorithms ApprxNet and DelFar. We claim that this algorithm computes, with high probability, a

n1.999999) time.

constant spread interval and costs O(d

We assume the existence of a fast approximate decider procedure for the problems we want to address
using this framework, specifically an algorithm that runs in O(dn?~®(Ve)), where € is the approximation

factor. Formally,

Definition 21. Given a function f: X — R, we call a decider procedure a (1 + €)-decider for f, if for
any x € X and r > 0, decider(r,z) returns one of the following: (i) f(z) € [a, (1 + €)a], where « is

some real number, (i) f(z) <r, or (iit) f(z) > r.

Additionally, we assume the problems we seek to improve with this method have the following property:

33
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if the decider returns that the optimal solution is smaller than a fixed value r, we can efficiently remove
all points that do not have any neighbor at distance at most r and this does not affect the optimal

solution. Let us denote f(X) the optimal solution of a problem for input X.

Net & Prune

Input: An instance (X,T) s.t. X C R%.

Output: An interval [z, y] containing the optimal value.

e Xo=X,i=0
e While TRUE do

— Choose at random a point € X; and compute its nearest neighbor distance, I;
— Call 3-decider(2/;/3, X;) and 3-decider(cl;, X;). Do one of the following:

x If %—decider(2li/3,Xi) returns f(X;) € [z,y], return f(X) € [x/2,2y]

*

If %-decider(cli,Xi) returns f(X;) € [2/, /], return f(X) € [2//2,2y/]

*

If 2;/3 is too small and ¢l; too large, return [l;/3, 2¢l;]

If 21;/3 is too large, call X;41 =DelFar(2l;/3, X;, 3)

*

*

If cl; is too small, X, 1 =ApprxNet(4l;, X;, %)

—i=i+1,

Let us denote as | X;=!| and | X;2!| the set of points in X, whose nearest neighbor distance is smaller

than [ and greater than [, respectively.

Theorem 22. Assume that the DelFar algorithm and the ApprxNet algorithm succeed with probability

1- ﬁ The algorithm Net & Prune (X,T) runs in expected O(dn'-%9999) time.

Proof. In each iteration of the while loop the algorithm calls on input X; the %—decider procedure and
either ApprxNet or DelFar, all of which cost O(d|X;|"*?""?) time. Thus, the total running time of

the algorithm is O(Zﬁzg_l d|X;|999999)  where k denotes the last iteration of the while loop.

In the (7 4+ 1)th iteration of the while loop, where (i + 1 < k), lets assume that 1, xa, ...,z is the
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points’ labels in increasing order of their nearest neighbor distance in X;. If j is the index of the
chosen point on the first step of the algorithm and X;Z7 and X;=/ are the subsets of points with index
> j and < j, respectively, then we call i a successful iteration when j € [m/4,3m/4]. Then, we have
that \Xizj| > | Xi+1|/4 and ]Xigj| > | Xi+1|/4 for a successful iteration. The probability that ¢ + 1 is a

successful iteration is 1/2.

At each iteration, but the last, either ApprxNet or DelFar gets called. Thus, for any successful iteration,
a constant fraction of the point set is removed (it follows from Lemma 3.2.3 in [HR15] and Theorem
20). Also, the algorithms (1 + €)-decider, ApprxNet and DelFar succeed at every call with probability

1— % = 1—o0(1), since the expected number of iterations is O(logn). Hence, the expected running

(dn1.999999)

time of the algorithm is O , given the above algorithms succeed. O

At every step, either far points are being removed or we net the points. If the DelFar algorithm is
called, then with small probability we remove a point which is not far. This obviously affects the
optimal value, thus we will prove the correctness of the algorithm with high probability. On the
other hand, if the ApprxNet algorithm is called, the net radius is always significantly smaller than the
optimal value, so the accumulated error in the end, which is proportional to the radius of the last net
computation, is also much smaller than the optimal value. For the following proofs we assume both

DelFar and ApprxNet algorithms succeed, which occurs with probability 1 — o(1).

Lemma 23. For every iteration i, we have |f(X;) — f(Xo)| < 161;.

Proof. Let I be the set of indices of the ApprxNet iterations up to the ith iteration. Similarly, let I’
be the set of iterations where DelFar is called.

If ApprxNet was called in the jth iteration, then X; is at most a 61;-drift of X;_;, therefore |f(X;) —
f(Xj-1)|] < 12l;. Also, if DelFar is called in the jth iteration, then f(X;) = f(X;-1) (by Theorem

20). Let m=maxI, we have that,

[F(X0) = F(Xo)| < D IF(Xy) = FOXG-0)] = Y1) = FOXG-)l + D 1F(XG) = F(X-))
j=1

Jjel jer

<> 124> 0< 12, Y

o0
Jjel jer j=0

1\’
<4> < 16!, < 16(;

,where the second inequality holds since for every j < 4, in the beginning of the jth iteration of the

while loop, the set of points X;_; is a subset of the net points of a 4/;-net, therefore I; > 4i;. O
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Lemma 24. For any iteration i of the while loop such that ApprxNet gets called, we have l; < f(Xo)/n,

where n = ¢ — 16.

Proof. We will prove this with induction. Let mi,ms,..., m; be the indices of the iterations of the
while loop in which ApprxNet gets called.

Base: In order for ApprxNet to get called we must have nl,,, < cly,, < f(Xm,—1) and since this is the
first time ApprxNet gets called we have f(X,,,—1) = f(Xo). Therefore, nl,,, < f(Xo).

Inductive step: Suppose that l,,;, < f(Xo)/n, for all m; < m;. If a call to %—rNet is made in iteration
m; then again clym, < f(X(m;)—1) = f(Xm,_,). Thus, by the induction hypothesis and Lemma 23 we

have,

lmi _ f(Xmifl) < f(Xo) + 16lmi,1 < f(X0> + 16f(X0)/77 _ 1 +:;6/77f(X0) _ f(XO)/U

C C C

Therefore, if we set ¢ = 64 we have n = 48, thus by Lemma 23 and Lemma 24,

|f(Xi) — f(Xo)] < 16l; < 16f(Xo)/n = f(X0)/3

Corollary 25. For ¢ > 64 and for any iteration i we have:

o (2/3)f(Xo) < f(Xi) < (4/3)f(Xo),
o if f(Xi) € [z,y], then f(Xo) € [(3/4)z, (3/2)y] € [2/2,2y],
o if f(X()) > 0 then f(XZ) > 0.

Theorem 26. For ¢ > 64, the Net & Prune algorithm computes in O(dn'2%9%9) time a constant

spread interval containing the optimal value f(X), with probability 1 — o(1).

Proof. Consider the iteration of the while loop at which Net & Prune terminates. If the interval [z, y]
was computed by the %—decider, then it has spread < % Thus, by Corollary 25 the returned interval
[/, 9] = [x/2,2y] contains the optimal value and its spread is < 6. Similarly, if 2/;/3 is too small and

cl; too large, then the returned interval is [%, 2¢l;] and its spread is 384. O
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4.1 k-th nearest neighbor distance

Let us focus on the problem of approximating the kth nearest neighbor distance.

Definition 27. Let X C R? be a set of n points, approzimation error € > 0, and let d; < ... < d,, be
the nearest neighbor distances. The problem of computing an (1 + €)-approzimation to the kth nearest

neighbor distance asks for a pair x,y € X such that |z — y|| € [(1 — €)dg, (1 + €)dg].

Before we present the approximate decider for the k-th nearest neighbor problem, we show a direct
implication of the approximate net construction from previous chapters. More specifically, we prove

how to identify and delete far points in high dimensional Euclidean space.

kth NND Decider

Input: X C IR%, constant € € (0,1/2], integer k > 0.

Output: An interval for the optimal value f(X, k).

e Call DelFar(X ¢/4) and store its output in Wj.

T
’ 1+€/4a
e Call DelFar(X,r,e/4) and store its output in W.

e Do one of the following:

— If |W1]| > k, then output “f(X, k) < r”.

— If [Ws| < k, then output “f(X, k) > r”.

— If |[W1| < k and |W3| > k, then output “f(X,k) € [1+7;/4, 1+:/4}”.

Theorem 28. Given a pointset X C RY, one can compute a (1 + €)-approzimation to the k-th nearest

neighbor in O(dn?>~®We))  with probability 1 — o(1).

Proof. For this particular problem, the optimal solution is not affected by the DelFar’s removal of the
points with no other point at distance at most r. Also, each time the ApprxNet algorithm is called, for
a fixed distance r, the drift of the optimal solution is at most 2r. Thus, Theorem 26 holds, and we

compute a constant spread interval [z, y] containing the optimal value, with high probability. We then
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apply binary search on values x, (1 + €)x, (1 + €)%z, ...,y using the algorithm kth NND Decider. We
perform O(1/log(1 + €)) = O(1/€?) iterations, hence the total amount of time needed is O(dn?*~©(Ve)

and the algorithm succeeds with high probability 1 — o(1). O

To the best of our knowledge, this is the first high dimensional solution for this problem. Setting &k = n
and applying Theorem 28 one can compute the farthest nearest neighbor in O(an_@(\/g)) with high

probability.

4.2 k-center clustering and greedy permutations

Concerning future work, let us start with the problem of finding a greedy permutation. A permutation
IT =< 7y, g, -+ > of the vertices of a metric space (X, ||-||) is a greedy permutation if each vertex m;
is the farthest in X from the set II;,_1 =< m,...,m_1 > of preceding vertices. The computation of

r-nets is closely related to that of the greedy permutation.

The k-center clustering problem asks the following: given a set X C R? and an integer k, find the
smallest radius r such that X is contained within & balls of radius r. By [EHS15], a simple modification
of our net construction implies an algorithm for the (1 4 €) approximate greedy permutation in time
O(dn2_@(\/€) log ®) where ® denotes the spread of the pointset. Then, approximating the greedy
permutation implies a (2 + €) approximation algorithm for k-center clustering problem. We expect

that one can avoid any dependencies on ®.
The Corollaries below follow from Theorem 19, Lemma 3.5[EHS15] and Lemma 2.1[EHS15].

Corollary 29. Let X be a set of n points in RY, € € (0,1) an error parameter and let ® be the spread
of the Euclidean metric on X. Then, one can compute in O(an_e(‘ﬁ) log ®) expected time a sequence

that is a (1 + €)-greedy permutation for the Euclidean metric on X, with high probability.

Corollary 30. Given a set X of n points in R?, an integer k and an error parameter ¢ € (0,1),
one can compute with high probability a (2 + €)-approximation to the optimal k-center clustering in

O(dn?=®W9) log ®), where ® is the spread of the Euclidean metric on X.
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